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ABSTRACT

The effect of variations of pressure-dependent viscosity and gas law deviation factor on the flow of real gases through porous media has been considered. A rigorous gas flow equation was developed which is a second order, non-linear partial differential equation with variable coefficients. This equation was reduced by a change of variable to a form similar to the diffusivity equation, but with potential-dependent diffusivity. The change of variable can be used as a new pseudo-pressure for gas flow which replaces pressure or pressure-squared as currently applied to gas flow.

Substitution of the real gas pseudo-pressure has a number of important consequences. First, second degree pressure gradient terms which have commonly been neglected under the assumption that the pressure gradient is small everywhere in the flow system, are rigorously handled. Omission of second degree terms leads to serious errors in estimated pressure distributions for tight formations. Second, flow equations in terms of the real gas pseudo-pressure do not contain viscosity or gas law deviation factors, and thus avoid the need for selection of an average pressure to evaluate physical properties. Third, the real gas pseudo-pressure can be determined numerically in terms of pseudo-reduced pressures and temperatures from existing physical property correlations to provide generally useful information. The real gas pseudo-pressure was determined by numerical integration and is presented in both tabular and graphical form in this paper. Finally, production of real gas can be correlated in terms of the real gas pseudo-pressure and shown to be similar to liquid flow as described by diffusivity equation solutions.

Applications of the real gas pseudo-pressure to radial flow systems under transient, steady-state or approximate pseudo-steady-state injection or production have been considered. Superposition of the linearized real gas flow solutions to generate variable rate performance was investigated and found satisfactory. This provides justification for pressure build-up testing. It is believed that this concept of the real gas pseudo-pressure will lead to improved interpretation of results of current gas well testing procedures, both steady and unsteady-state in nature, and improved forecasting of gas production.

INTRODUCTION

In recent years a considerable effort has been directed
to the theory of isothermal flow of gases through porous media. The present state of knowledge is far from being fully developed. The difficulty lies in the non-linearity of partial differential equations which describe both real and ideal gas flow. Solutions which are available are approximate analytical solutions, graphical solutions, analogue solutions and numerical solutions.

The earliest attempt to solve this problem involved the method of successions of steady states proposed by Muskat. Approximate analytical solutions were obtained by linearizing the flow equations for ideal gas to yield a diffusivity-type equation. Such solutions, though widely used and easy to apply to engineering problems, are of limited value because of idealized assumptions and restrictions imposed upon the flow equation. The validity of linearized equations and the conditions under which their solutions apply have not been fully discussed in the literature. Approximate solutions are those of Heatherington et al., MacRoberts and Janicek and Katz. A graphical solution of the linearized equation was given by Cornell and Katz. Also, by using the mean value of the time derivative in the flow equation, Rowan and Clegg gave several simple approximate solutions. All the solutions were obtained assuming small pressure gradients and constant gas properties. Variation of gas properties with pressure has been neglected because of analytic difficulties, even in approximate analytic solutions.

Green and Wilt used an electrical network for simulating one-dimensional flow of an ideal gas. Numerical methods using finite difference equations and digital computing techniques have been used extensively for solving both ideal and real gas equations. Aronofsky and Jenkins, and Bruce et al. gave numerical solutions for linear and radial gas flow. Douglas et al. gave a solution for a square drainage area. Aronofsky included the effect of slippage on ideal gas flow. The most important contribution to the theory of flow of ideal gases through porous media was the conclusion reached by Aronofsky and Jenkins that solutions for the liquid flow case could be used to generate approximate solutions for constant rate production of ideal gases.

An equation describing the flow of real gases has been solved for special cases by a number of investigators using numerical methods. Aronofsky and Ferris considered linear flow, while Aronofsky and Porter considered radial gas flow. Gas properties were permitted to vary as linear functions of pressure. Recently, Carter proposed an empirical correlation by which gas well behavior can be estimated from solutions of the diffusivity equation using instantaneous values of pressure-dependent gas
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properties evaluated at an average pressure also defined empirically. Carter gave a limited number of numerical solutions as a basis, and suggested some relations which might give a better correlation. However, the proposed relations were not evaluated in the mentioned work. Solutions have been presented by Eillerts et al. for flow of gas-condensate fluids in linear and radial systems.

It has been observed that as the gas flow velocity increases, departure from Darcy’s law occurs. Such flow is termed non-Darcy, or turbulent flow. Flow is transitional, and not truly turbulent. A gas flow equation including a quadratic velocity term to account for turbulence near the producing well has been solved by Swift and Kiefl and Tek et al. for ideal gases. Eillerts et al. and Carter also included non-Darcy flow in their solutions for real gases. An approximate solution including non-Darcy flow has been presented by Rowan and Clegg.

Two other calculational procedures appear in the works of Roberts and Kidder for solving the one-dimensional flow equation for an ideal gas. Roberts used a stepwise forward integration in time by joining together a sequence of solutions for linearized differential equations. Kidder, applying perturbation technique and using the well-known Boltzmann transformation in the theory of diffusion, gave an exact analytic solution for gas flow in a semi-infinite porous medium. Kidder’s solution is very similar to a more general one reported by Polubarinova-Kochina on the movement of ground water.

In summary, only a limited number of solutions for flow of real gases are available, and these are not of general utility. Furthermore, methods of analyzing gas reservoir performance in current use are generally based on solutions for the flow of ideal gases under the assumption of small pressure gradients. These methods fail to describe the behavior of low permeability and high pressure reservoirs.

FLOW OF REAL GASES

The following concerning the flow of real gases through porous media is drawn from an analogy with the theory of heat conduction in solids. Variation of gas physical properties with the pressure correspond to that of temperature-dependent properties in the theory of heat conduction.

The mechanism of fluid flow through a porous medium is governed by the physical properties of the matrix, geometry of flow, PVT properties of the fluid and pressure distribution within the flow system. In deriving the flow equations and establishing the solutions, the following assumptions are made. The medium is homogeneous, the flowing gas is of constant composition and the flow is laminar and isothermal. Assumption of laminar flow can be removed, but will be used to simplify the presentation.

The principle of conservation of mass for isothermal fluid flow through a porous medium is expressed by the well-known continuity equation:

$$\nabla \cdot [ \rho \mathbf{v} ] = - \phi \frac{\partial \rho}{\partial t} .$$  (1)

The velocity vector in Eq. 1 is given by Darcy’s law for laminar flow as:

$$\mathbf{v} = - \frac{k(p)}{\mu(p)} \nabla p .$$  (2)

Substituting Eq. 2 in Eq. 1 yields:

$$\nabla \cdot \left[ \rho \frac{k(p)}{\mu(p)} \nabla p \right] = \phi \frac{\partial \rho}{\partial t} .$$  (3)

For real gases:

$$p = \frac{M}{RT} \frac{\rho}{z(p)} .$$  (4)

Density can be eliminated from Eq. 3 to yield:

$$\nabla \cdot \left( \frac{k(p)}{\mu(p)} \frac{\rho \nabla p}{z(p)} \right) = \phi \frac{\partial \frac{\rho}{z(p)}}{\partial t} .$$  (5)

Eq. 5 is one form of the fundamental non-linear partial differential equation describing isothermal flow of real gases through porous media.

The pressure-dependent permeability for gas was expressed by Klinkenberg as:

$$k(p) = k_s \left( 1 + \frac{b}{p} \right) ,$$  (6)

where $k_s$ is effective permeability to liquids; and $b = \text{the slope of a linear plot of } k(p) \text{ vs } \frac{1}{p}$.

However, the dependency of permeability on pressure is usually negligible for pressure conditions associated with gas reservoirs, as pointed out by Aronofsky. In a subsequent paper, Aronofsky and Ferris indicated that variations of gas properties with pressure are more important than variations of permeability with pressure. Therefore, liquid permeability can be used for gas flow, and the following equation is correct for all practical purposes:

$$\nabla \cdot \left( \frac{\rho}{\mu(p)z(p)} \nabla p \right) = \phi \frac{\partial}{\partial t} \left[ \frac{\rho}{z(p)} \right] .$$  (7)

Eq. 7 can be expanded to many different forms. For example, Eq. 7 can be rearranged to point out explicitly the real gas diffusivity

$$\frac{k}{\phi \mu(p) c_r(p)} .$$

Since

$$p \nabla^2 p = \frac{1}{2} \nabla^2 p^2 ,$$  (8)

Eq. 7 becomes, after some rearrangement:

$$\nabla^2 p^2 = \frac{d[1n \mu(p)z(p)]}{dp} \left( \nabla^2 p \right)^2 = \frac{2\phi \mu(p)z(p)}{k} \frac{\partial}{\partial t} \left[ \frac{p}{z(p)} \right] .$$  (9)

From the definition of the isothermal compressibility of gas:

$$c_r(p) = \frac{1}{\rho} \frac{dp}{dp} \frac{z(p)}{p} \left( \frac{\rho}{dp} \left( \frac{z(p)}{dp} \right) \right) = \frac{1}{p} - \frac{1}{z(p)} \frac{dz(p)}{dp} .$$  (10)

Thus:

$$\frac{\partial}{\partial t} \left[ \frac{p}{z(p)} \right] = \frac{p c_r(p)}{z(p)} \frac{\partial p}{\partial t} .$$  (11)

Combining Eqs. 9 and 11:

"Permeability can be considered an important function of pressure for a wet condensate gas as used by Eillerts. This case can be handled, as will be shown later, in this paper."
\[
\n\nabla^2 \rho^e - \frac{d(\ln \mu(p) x(p))}{dp} \frac{\partial \rho^e}{\partial t} = \frac{\phi(x(p)) c_r(p)}{k} \frac{\partial \rho^e}{\partial t}.
\]

If it is assumed that viscosity and gas law deviation factors change slowly with pressure change, the pressure differential of \( \ln \mu(p) x(p) \) becomes negligible. On the other hand, the assumption that pressure gradients are small will permit omission of terms of order \( \nabla^2 \rho \). In either event, Eq. 12 can be simplified to:

\[
\nabla^2 \rho^e = \frac{\phi(x(p)) c_r(p)}{k} \frac{\partial \rho^e}{\partial t}.
\]

Eq. 13 is similar in form to the diffusivity equation. However, the diffusivity is a function of pressure, even for a perfect gas. In this form, the close analogy with liquid flow found by Jenkins and Aronofsky is emphasized. However, the assumption that pressure gradients are small everywhere in the flow system cannot be justified in many important cases. The assumption of small pressure gradients is implicit in all of the pressure build-up and drawdown methods currently in use which are based upon ideal gas flow solutions or liquid flow analogies. We return, then, to the rigorous Eq. 7.

Eq. 7 can be transformed to a form similar to that of Eq. 13 without assuming small pressure gradients, by making a scale change in pressure. Define a new pseudo-pressure \( m(p) \) as follows:

\[
m(p) = 2 \int_{P_i}^{p} \frac{p}{\mu(p) x(p)} dp,
\]

where \( P_i \) is a low base pressure. The variable \( m(p) \) has the dimensions of pressure-squared per centipoise. Since \( \mu(p) \) and \( x(p) \) are functions of pressure alone for isothermal flow, this is a unique definition of \( m(p) \). It follows that:

\[
\frac{\partial m(p)}{\partial t} = \frac{\partial m(p)}{\partial p} \frac{\partial p}{\partial t} = \frac{2p}{\mu(p) x(p)} \frac{\partial p}{\partial t}
\]

and

\[
\frac{\partial m(p)}{\partial x} = \frac{2p}{\mu(p) x(p)} \frac{\partial x}{\partial x},
\]

with similar expressions for \( \frac{\partial m(p)}{\partial y} \) and \( \frac{\partial m(p)}{\partial z} \).

Therefore, Eq. 7 can be rewritten in terms of the variable \( m(p) \) using the definition of \( c_r(p) \) given by Eq. 10 as:

\[
\nabla^2 m(p) = \frac{\phi(x(p)) c_r(p)}{k} \frac{\partial m(p)}{\partial t}
\]

or

\[
\nabla^2 m(p) = \frac{\phi(x(p)) c_r(p)}{k} \frac{\partial m(p)}{\partial t}.
\]

Comparison of Eqs. 13 and 18 shows that the form of the diffusivity equation is preserved in terms of the new variable \( m(p) \). However, Eq. 18 is still non-linear because diffusivity is a function of potential. The gas law deviation factor \( z \) does not appear in the equation, but is involved in \( m(p) \) and \( c_r(p) \). Eq. 18 does not involve the assumptions of small pressure gradients, nor that of small variation of \( \mu(p) x(p) \). The importance of Eq. 18 deserves emphasis. It is a fundamental partial differential equation which describes the flow of real gases. To the authors' knowledge, this equation has not been presented previously in connection with gas flow. Equations of this type have been called quasi-linear flow equations. The real importance lies in the extreme utility of this form of the equation. As will be shown, the form of the equation suggests a powerful engineering approach to the flow of real gases.

To solve Eq. 18, it is necessary to convert the usual initial and boundary conditions into terms of the new pseudo-pressure \( m(p) \). Important considerations are as follows.

The gas mass flux is:

\[
\nu_p = q = \frac{-Mk}{RT} \frac{p}{\mu(p) z(p)} \nabla p
\]

In terms of \( m(p) \), the mass flux is:

\[
\frac{q}{A} = \frac{-Mk}{2RT} \nabla m(p)
\]

The usual boundary conditions are either specification of pressure or the gas flux across bounding surfaces. When pressure is fixed, \( m(p) \) can be determined from Eq. 14. If flux is specified, the boundary conditions can be determined from Eq. 20. If the outer boundary is impermeable, then:

\[
\frac{dm(p)}{dn} = 0,
\]

where \( n \) is the direction normal to the boundary.

Steady-state flow occurs when pressure distribution and fluid velocity are independent of time. Eq. 18 reduces to:

\[
\nabla^2 m(p) = 0,
\]

which is Laplace's equation. Thus, previous solutions of the Laplace equation can be used if \( m(p) \) is used as the potential.

Steady-state flow can rarely be obtained in reality because gas wells usually produce gas from a limited, finite reservoir or drainage volume. There can be no flow across the outer boundary. Thus, pressure must decline as production continues. True steady-state would require pressure to remain constant at the outer boundary, which implies flow across the outer boundary. Production of a bounded reservoir at constant production is an important problem, which will be considered later in this paper.

REAL GAS PSEUDO-PRESSURE

To obtain generally useful solutions for Eq. 18, the proper physical properties for natural gases must be specified. Fortunately, all required physical properties have been correlated as functions of pseudo-reduced pressures and temperatures for many gases met in field work. It should be emphasized that the concept of the real gas pseudo-pressure is not limited to use of specific gas property correlations. Pseudo-reduced pressure and temperature are defined, respectively, as:

\[
p_{r*} = \frac{p}{p_{r*}},
\]

and

\[
T_{r*} = \frac{T}{T_{r*}}.
\]

where \( p_{r*} \) is the pseudo-critical pressure and \( T_{r*} \) is the pseudo-critical temperature. Real gas law deviation factors \( z(p) \) have been presented by Standing and Katz.
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Compressibilities of natural gases have been correlated by Carr et al.\(^ {29}\) as the ratio of viscosity at any pressure to that at one atmosphere. Thus:

\[
\frac{\mu(p)}{\mu_1} = f(p\mu, T\mu) \quad \ldots \ldots \ldots \ldots \ldots (25)
\]

Compressibilities of natural gases have been correlated by Trube\(^ {39}\) as reduced compressibilities, the product of compressibility and pseudo-critical pressure. That is:

\[
c_{\mu} = c(p) \cdot \mu = f(p\mu, T\mu) \quad \ldots \ldots \ldots (26)
\]

Substitution of Eqs. 23 to 25 in Eq. 14 yields:

\[
m(p) = \frac{2(p\mu)^2}{\mu_1} \int_{(p\mu)_m}^{p_\infty} \frac{p\mu - \mu}{(p\mu)^2} dp\mu \quad \ldots \ldots \ldots (27)
\]

The integral can be evaluated generally from reduced properties correlations.

EVALUATION OF REAL GAS PSEUDO-PRESSURE

To establish the relationship between \(p\mu\) and \(m(p)\), the integral must be evaluated numerically for various isotherms. The lower limit of the integration \((p\mu)_m\) can be set arbitrarily. A value of 0.20 was chosen. Selected isotherms from pseudo-reduced temperatures of 1.05 to 3.0 were used.

Fig. 1 presents the argument of the integral in Eq. 27 vs pseudo-reduced pressure for various pseudo-reduced temperatures. The dashed line represents the ideal gas case with both viscosity ratio and gas law deviation factor equal to unity. The magnitude of gross variations of gas properties with pressure and temperature is apparent.

Fig. 2 presents \(m(p)\) integrals as functions of pseudo-reduced pressures and temperatures. The integrals were evaluated by means of the Trapezoidal rule using an IBM 709 digital computer. Values of the integrals are also presented in Table 1. Interpolation between the curves or between the values presented in the table can be performed easily.

Use of Fig. 2 or Table 1 is limited to gases containing small amounts of contaminants for which changes in viscosity and gas law deviation factor can be handled by appropriate changes in the pseudo-critical properties, as suggested by Carr et al.\(^ {29}\) However, useful charts can be prepared for gases containing large amounts of contaminants if complete properties are known. See Robinson.

---

**Fig. 1—Ratio of Pseudo-Reduced Pressure to Viscosity—Gas Law Deviation Factor Product vs Pseudo-Reduced Pressure.**

**Fig. 2—Real Gas Pseudo-Pressure Integrals vs Pseudo-Reduced Pressure.**
et al. for density data for gases containing large amounts of contaminants.

In general, it is useful to prepare a chart of \( m(p) \) in units of psi-squared per centipoise vs pressure in psi for any given reservoir to aid engineering use of the real gas pseudo-pressure. The \( m(p) \) can be computed readily for any specific gas and reservoir temperature if density and viscosity are known as functions of pressure. The integration can be performed using the Trapezoidal rule or graphical integration. More sophisticated integrations are usually not required.

The \( m(p) \) values in Fig. 2 and Table 2 are presented as a convenience because it is necessary to assume many gases do follow the existing correlations because of lack of specific data. It is emphasized that the concept of the real gas potential is general and is not limited to use of the \( m(p) \) values presented herein. If viscosity and density data are available for a specific gas, it should be used in preference to Fig. 2 and Table 2 to prepare \( m(p) \) plots for the specific gas.

**TRANSIENT FLOW**

**CONSTANT-RATE PRODUCTION**

As has been described in the introduction of this paper, Eq. 7 has been solved for specific flow cases under appropriate boundary and initial conditions by a number of authors using finite difference solutions. We seek a general solution which can be used for engineering purposes without the aid of a digital computer. Eq. 18 and the work of Aronofsky and Jenkins provide a basis for an approach. For radial flow of ideal gas, the continuity equation leads to:

\[
\frac{\partial p^i}{\partial r} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{r p^i c_i}{k} \right) = \frac{\rho}{\rho_i} \frac{d\rho}{dt}, \ldots \ldots \tag{28}
\]

where \( c_i(p) \) for an ideal gas is the reciprocal of the pressure. Several features of Eq. 28 are noteworthy. First,
the second degree pressure gradient term \((\partial p/\partial r)^2\) does not appear for an ideal gas. Secondly, Eq. 28 has the form of the diffusivity equation, but the diffusivity is proportional to pressure. Viscosity is a function of temperature, but not of pressure for an ideal gas. Aronofsky and Jenkins found that for constant rate production of an ideal gas from a closed radial system, the producing pressure at the producing well could be correlated as a function of a dimensionless time based on a compressibility evaluated at the initial pressure. The correlation was slightly sensitive to the production rate, but not sensitive enough to affect engineering accuracy.

Aronofsky and Jenkins demonstrated that production of ideal gas from a closed radial system could be approximated very closely from the solutions for transient liquid flow of van Everdingen and Hurst. However, Matthews later pointed out the application of this conclusion to pressure build-up analysis for gas wells as a liquid case analog.

For radial flow of a real gas, Eq. 18 becomes:

\[
\frac{\partial^2 m(p)}{\partial r^2} + \frac{1}{r} \frac{\partial m(p)}{\partial r} = \frac{\phi_{\mu(p)c_c(p)}}{k} \frac{\partial m(p)}{\partial t}.
\]

(29)

The close analogy between Eqs. 28 and 29 suggests that the real gas pseudo-pressure \(m(p)\) should correlate as a function of a dimensionless time based on viscosity and compressibility evaluated at the initial pressure, if the variation of the viscosity-compressibility product with \(m(p)\) for a real gas is similar to the variation of compressibility for an ideal gas \((1/p)\) with pressure squared. Fig. 3 shows the comparison.

In view of the close resemblance between \((\mu_c)\) vs \(m(p)\) for the real gas, and \(p^3\) vs \(p^2\) for the ideal gas, it is reasonable to expect solutions for the flow of real gases to correlate as functions of a dimensionless time based on initial values of viscosity and compressibility. That is:

\[
t_0 = \frac{kt}{\phi_{\mu_c}(r_w)}.
\]

(30)

Further, define a dimensionless real gas pseudo-pressure drop \(m_d(r_o, t_o)\):

\[
m_d(r_o, t_o) = \frac{\pi k h T \{m(p_i) - m(r, t)\}}{q_o p_o T},
\]

(31)

where \(r_o = r/r_w\). The dimensionless real gas pseudo-pressure drop is thus analogous to the van Everdingen-Hurst dimensionless pressure drop \(p_d(r_o, t_o)\).

Fig. 4 shows the comparison between \(p_d(t_o)\) for the liquid flow solutions and \(m_d(t_o)\) obtained from Eilerts et al., solutions for the radial flow of natural gases. The solid line represents the liquid case, while points shown are computed from the Eilerts et al. solutions. As can be seen, the comparison is excellent for the entire range of flow considered by Eilerts et al. for both natural gases and condensate gases. The transient flow data computed by Carter correlate just as well. The Eilerts et al. data are a severe test of the linearization of the real gas flow equation, because production included a ten-fold range in production rate, and almost complete depletion over a pressure range from 10,000 to 1,000 psi. Carter's results covered a range from 4,700 to 1,180 psi, and a more restricted range of flow rate.

The \(m_d(t_o)\) correlation (Fig. 4) is actually not as good as it appears. Although it is quite good at times before the boundary effect is felt, at long times there may be a considerable difference between \(m_d(t_o)\) and \(p_d(t_o)\) values.
Also shown on Fig. 5 are the Aronofsky-Jenkins' ideal gas flow results. It is clear that both the ideal and real gas cases lead to dimensionless pressure drops which are lower than the liquid case—and which are flow-rate dependent. Another important difference is illustrated by the case \( Q = 0.05 \). The ideal gas line terminates at the point where the well pressure is zero. The real gas solutions terminate at a well pressure of 10 per cent of the initial pressure. Although not shown on Fig. 5, the production times for the real gas cases to reach a limiting production pressure are about two and a half times that required for the ideal gas flow cases. Clearly, production forecasts based on the ideal gas solutions will be far too conservative.

Another important observation can be made from Fig. 5 by comparing the real gas solutions for natural gas and condensate for a flow rate \( Q \) of 0.05. Although the natural gas line is close to the liquid case, the condensate line is far below the liquid case line. The terminal producing pressure is reached earlier for the condensate line than for the natural gas line. This indicates the importance of gas property variations and production rates. That is, no single set of \( m(t) \) correlations could be expected to apply to all real gases at long production times. It is also clear from Fig. 5 that the real gas results tend to approach the liquid case results as flow rate decreases, and at small production times.

Aronofsky and Jenkins introduced the concept of a transient drainage radius \( r_e \). This term should not be confused with the dimensionless radial coordinate \( r_e \). From the Aronofsky-Jenkins definition of the transient drainage radius, we write for real gas flow:

\[
\ln \frac{r_e}{r_w} = \frac{\pi h T_r}{q_{r,p_r,T} \left[ m(p) - m(p_o) \right]} = T_{r,p_r,T} m_{s}(p_r) - m_{s}(p) \tag{32}
\]

The Eilerts et al. results can also be correlated as a transient drainage radius vs dimensionless time. The results are presented in Fig. 6, and agree with the Aronofsky-Jenkins results and the liquid flow results almost exactly. Actually, the correlation of the real gas flow solutions in terms of the transient drainage radius (Fig. 6) is a much better correlation than the correlation in terms of \( m(t) \) (Figs. 4 and 5). The drainage radius correlation is excellent for all values of production time. Thus, Eq. 32 provides the most useful engineering approach to the transient flow of real gases. As recommended by Jenkins and Aronofsky for ideal gas flow, the transient drainage radius for real gas flow can be found from:

\[
\ln \frac{r_e}{r_w} = \frac{p_d(t_o)}{p_r} - 2 \ln \left( \frac{r_e}{r_w} \right)^2 \tag{33}
\]

and the \( m(p) \) can be found from the materials balance:

\[
\left( \frac{p}{z} \right) - \left( \frac{p}{z} \right) = \frac{T_{p_r} q_{r,T}}{2} = \frac{T_{p_r} q_{r,T}}{m(p)} = \frac{1}{2} \int_{m(p)}^{m(p)} \left[ (1) \right] \left[ m(p) - m(p_o) \right] \tag{34}
\]

Eqs. 32 through 34 are not strictly a solution to Eq. 18. They represent an excellent engineering approximation which applies for a wide range of conditions. The method appears to be every bit as good as the Jenkins-Aronofsky result for ideal gas flow.

Fig. 6 shows that at long production times \( r_e \) takes the constant value 0.472 \( r_w \). This is similar to the Aronofsky-Jenkins finding for ideal gas. Substitution of long-time values for \( p_d(t_o) \) in Eq. 33 also leads to this conclusion. Thus, Eq. 32 becomes similar in form to the liquid case pseudo-steady-state equation at times long enough that the outer boundary effect is controlling. The fact that \( r_e \) eventually becomes constant at 0.472 \( r_w \) does not mean the physical drainage radius stabilizes about half-way out in the reservoir. The entire reservoir volume is being drained, as can be seen by inspection of any of the Eilerts et al. production figures.

The Eilerts et al. solutions have provided an excellent set of information to test the linearization of the real gas flow solutions for production. Eilerts et al. specified that the effective permeability was a function of pressure (assuming pressure drop would result in condensation and reduction of effective permeability). Effective permeability can thus be taken within the \( m(p) \) integral. Correlations in Figs. 4 through 6 do include a pressure-dependent permeability. Thus, if an approximation of the effect of pressure drop upon liquid condensation and reduction in permeability near the wellbore can be made, the performance can be estimated from:

\[
\ln \frac{r_e}{r_w} = \frac{\pi h T}{q_{r,p_r,T} \left[ m'(p) - m(p_o) \right]} \tag{35}
\]

where

\[
m'(p) = 2 \int_{m(p)}^{m(p_o)} \frac{k p dp}{\mu z} \tag{36}
\]

and \( k \) is a known function of pressure.

The usefulness of considering \( k \) a function of pressure to handle condensate flow might be open to question. Nevertheless, it is clearly indicated that variation of \( k \) as a function of pressure can be included in the real gas pseudo-pressure.

Correlation of the Eilerts et al. data previously involves calculation of \( m(p) \) and determination of relationships between the Eilerts et al. nomenclature and that used in this paper. (Necessary relationships are in the Appendix).

Eilerts et al. also determined performance with a steady-state, non-Darcy flow region near the producing well. As a result, a steady-state skin effect can also be introduced to yield the following approximation for the radial flow of real gases during production:

\[
\ln \frac{r_e}{r_w} = \frac{\pi h T_r \left[ m(p) - m(p_o) \right]}{q_{r,p_r,T}} = \ln \frac{r_e}{r_w} + s + D q_r, \tag{37}
\]

Fig. 6—Jenkins-Aronofsky Drainage Radius vs \( t_o \) for a Closed Radial Reservoir Produced at Constant Rate.
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where \( z \) is the skin effect and \( D \) is the non-Darcy flow coefficient.

CONSTANT RATE INJECTION

All of the preceding discussion of real and ideal gas transient flow deals with production only. Injection results, as was clearly shown by Aronofsky and Jenkins\(^{19}\) for radial ideal gas flow, cannot be linearized in as simple a fashion. Aronofsky and Jenkins correlated injection well pressures for radial flow of an ideal gas as functions of a dimensionless time based on gas compressibility evaluated at the initial formation pressure before injection. The dimensionless pressure rise at a given dimensionless time was generally greater than that for a liquid case, and increased with injection rate. Aronofsky and Jenkins showed that injection case results were very close to the liquid case for low injection rates. Although injection is of practical importance in itself, the major utility of injection case correlations is in application of the principle of superposition to generate variable rate production cases, including the important pressure build-up case.

Superposition, as it has been applied in gas well testing, requires that dimensionless times for both injection and production be based on the same gas physical property evaluation. Although superposition could be based on different dimensionless times for injection and production, the added complexity of such a scheme does not appear justified. Thus, an obvious question is: will injection solutions correlate closer to the liquid case if dimensionless times are based on physical properties evaluated at a pressure above the initial, low formation pressure?

We rule out the scheme of using a point evaluation at the existing injection pressure because this would yield a result not usable for forecasting. That is, it would be necessary to know the injection pressure-time history before it could be calculated. An obvious possibility is to evaluate physical properties at the final, elevated injection pressure, or in the case of superposition applied to reservoir production or build-up, at the initial formation pressure before production was started. This idea is fundamentally the basis for all gas well pressure build-up applications currently in use.

In brief, correlations for injection based on an elevated pressure are no better (or worse) than those based on physical properties evaluated at the initial, low formation pressure. This is true for both the ideal and real gas flow cases. Fig. 7 presents the dimensionless real gas potential rise for the Eilerts et al.\(^{26}\) injection case (their Fig. 8) correlated vs dimensionless times based on both the initial, low formation pressure and the final injection pressure. The dashed line presents the liquid flow solution. Two facts are apparent: the slopes of the correlations are similar, and correlations based on final injection pressure are no worse than those based on initial, low formation pressure. From the Jenkins-Aronofsky studies of ideal gas flow, we can also conclude that the difference between the injection case correlations and the liquid case become smaller as injection rate decreases; in any case, the differences aren’t large.

Fig. 7 can lead to another idea. Correlation based on a dimensionless time evaluated with physical properties about half-way between the extremes might be quite good. This idea follows immediately from the theorem of the mean. That is, if flowing fluid physical properties vary monotonically with potential, the proper result is limited by those evaluated at the extreme values of physical properties. Friedmann\(^{25}\) proved that results must lie between those evaluated at the extremes of physical properties whether physical properties are monotonic functions or not. The injection problem has been the subject of much investigation in the fields of heat transmission and ground-water movement (Friedmann,\(^{27}\) Storm\(^{27}\) and Polubarinova-Kochina\(^{29}\)). As has been shown by these authors, it cannot always be assumed that evaluation at an average property will yield good results. Sometimes the answer will vary from one extreme to the other.

SUPERPOSITION OF LINEARIZED SOLUTIONS

Superposition is rigorously correct only for linear partial differential equations. Nevertheless, the extremely close check between the linearized real gas solutions correlated on the basis of the \( m_d(t_e) \), as given by Eq. 31, and a \( t_e \) given by Eq. 30, and the liquid flow solutions of van Everdingen and Hurst, indicates the possibility that superposition might be quite good for matching an increasing rate production schedule. An increasing rate
schedule would require superposition of positive incremental rates. However, the real gas flow solutions do depend slightly upon production rate. Thus, the only way that the application of the principle of superposition (as an acceptable approximation) to real gas flow can be established is by comparison with finite-difference solutions of variable-rate, real gas flow problems.

Such a comparison can be made for an increasing production rate schedule from data for real gas flow published by Carter. Carter studied the effect of wellbore storage on gas production. For his solutions, it was assumed that the surface flow rate was held constant, but 0.02965 Mcf was withdrawn from the wellbore per psi pressure drop in the wellbore. This resulted in the sand face flow rate increasing as a function of time toward the constant surface flow rate. This case is almost exactly analogous to the wellbore unloading case presented by van Everdingen and Hurst in their Eq. VIII-II. The wellbore storage constant $C$ for Carter's solutions can be determined from Eq. 6 presented by Ramey. The value of $C$ for Carter's solutions does vary slightly with pressure, but a value of 300 is quite good. Fig. 8 presents a comparison between the $m_0(t_0)$ obtained from Carter's solutions, both with and without wellbore storage, and the van Everdingen-Hurst $p_0(t_0)$ solutions for the liquid flow case. As can be seen, the comparison with constant rate liquid flow without storage is excellent. This was previously shown for the Eilerts et al. solutions. Of more interest, the comparison between the liquid flow case with wellbore storage and Carter's two solutions with wellbore storage are also excellent. This establishes that superposition of the linearized real gas flow solutions for an increasing flow rate should be a very good approximation—at least before outer boundary effects are controlling.

Although superposition in an increasing production rate schedule appears quite good, it is not apparent that a decreasing rate schedule is susceptible to superposition. This results because the dimensionless real gas injection pressure increases do not correlate with the liquid case as well as do production data. Even for transient injection of an ideal gas, the resulting dimensionless pressure rise appears to depend upon injection rate, but does not approach the liquid case solution as injection rate decreases. The fact that injection results do approach the liquid case as injection rate approaches zero suggests that superposition of small positive incremental rate (injections) would be feasible. Again, the possibility can only be checked by comparison with finite-difference solutions.

Fortunately, both Carter and Dykstra have presented finite-difference solutions for decreasing flow-rate production. Dykstra's data provide an excellent set for comparison of finite-difference solutions with superposition of the linearized solutions. Fig. 9 presents a comparison of Dykstra's computed flowing pressures with those obtained by superposition of linearized real gas flow solutions. The line is Dykstra's result, while points represent results of superposition using only four or five incremental rate changes to represent a rapidly changing flow rate. The flow rate is shown by the dashed line. For the example shown, the permeability was 0.25 md, thickness was 179 ft, initial pressure 6,150 psia and flow rate declined quadratically as a function of time from 6,556 to 2,500 Mcf/D by 50 days producing time. Superposition was accomplished using dimensionless times based on the initial pressure and the $m_0(t_0)$ taken equal to the liquid case $p_0(t_0)$ values. The maximum difference between Dykstra's result and those computed by superposition was 20 psi out of a drawdown of 2,150 psi—a difference of 0.9 per cent. The 50-day production period was long enough that initial rate changes were influenced by the outer boundary. Thus, we conclude that superposition can be used to reproduce variable-rate drawdown data with acceptable accuracy.

The previous remarks concerning superposition of incremental rate increases are, of course, directly applicable to pressure build-up testing. Although insufficient comparisons between finite-difference build-up solutions and superposition solutions for the real gas flow case have been made to completely explore this problem, it does appear that build-up theory can be used with good accuracy. An interesting test of pressure build-up can be made by comparison of Dykstra's solutions with superposition solutions. Because Dykstra's cases involved a variable-rate production period, permeability was low and pressure gradients high, it is believed that a fairly extreme test results. Fig. 10 presents the build-up following the drawdown of Fig. 9. As can be seen, the
superposition result yields a similar build-up curve of identical slope, but about 60 psi below Dykstra's finite-difference solutions. Again, the percentage difference is small; the final static pressure is about 1.1 per cent too low. It appears that superposition of the real gas flow linearization will always yield a pressure build-up curve of static pressure that is too low, but as good or better than results of current methods. Furthermore, field application would be to the field measured data—the real solution—which would tend to correct for this error. We conclude that pressure buildup analysis based on superposition can be done for real gas flow with acceptable accuracy, but that further study of pressure buildup for real gas flow is desirable.

STEADY-STATE AND PSEUDO-STEADY-STATE FLOW

Radial gas flow at constant production rate will be considered. A horizontal homogeneous porous medium of constant thickness h with impermeable upper and lower boundary, and a well of radius r0, located in the center of a radial reservoir, constitutes the flow system. The outer radius r, represents either the real boundary or the radius of drainage. Two cases will be considered: (1) constant pressure at r0, and (2) no flow across r0.

CONSTANT PRESSURE AT OUTER BOUNDARY

The steady-state equation for a real gas in axisymmetrical coordinates can be written from Eq. 22 as:

\[
\frac{1}{r} \frac{d}{dr} \left[ r \frac{d(m(p))}{dr} \right] = 0 \quad \ldots \ldots \ldots (38)
\]

The boundary conditions for two concentric cylinders of radii r0 and r, are:

\[ r = r_0 : m(p) = m(p_0) \quad \ldots \ldots \ldots (39) \]

\[ r = r_0 : m(p) = m(p_0) \quad \ldots \ldots \ldots (40) \]

Integrating Eq. 38 and using the boundary conditions, the steady-state pressure distribution in the system is:

\[
m(p) - m(p_0) = \frac{q_{in} T}{\pi k h T_{eq}} \left( \ln \frac{r}{r_0} \right) \quad \ldots \ldots \ldots (41)
\]

Eq. 41 can be evaluated for \( p = p_0 \), at \( r = r_0 \), and rearranged to provide an equation analogous to the normal radial flow equation:

\[
q_{in} = \frac{\pi k h T_{eq}}{T_{eq}} \frac{r_0}{1} \left[ m(p_0) - m(p) \right] \quad \ldots \ldots \ldots (42)
\]

Both Eqs. 41 and 42 are in darcy, or cgs units. Thus, the m(p) have the units of sq atm/eq.

NO FLOW ACROSS OUTER BOUNDARY

As was shown previously by Eq. 32 and Fig. 6 at long times, a flow equation for the closed outer boundary, constant mass rate production, radial flow case can be written:

\[
\ln \frac{r}{r_0} = \ln \frac{0.472 r_0}{r_0} = \frac{\pi k h T_{eq}}{q_{in} T_{eq}} \left[ m(p_0) - m(p) \right] \quad (43)
\]

Since the \( m(\bar{p}) \) values were determined from a materials balance, the \( \bar{p} \) argument represents the average pressure which would yield the proper average density, or the static pressure following a complete pressure build-up. It is not a volumetric average pressure. Eq. 43 coupled with the normal material balance for a bounded drainage volume provides a useful means to couple production rate and gas recovery.

In the case of liquid flow, an equation similar to Eq. 43 can be derived using the concept of pseudo-steady-state flow. That is, a condition is eventually reached for constant rate liquid production when the rate of pressure decline becomes constant everywhere in the reservoir. This condition is expressed mathematically by setting the Laplacian of the pressure equal to a constant (other than zero). Although it can be shown that the Laplacian of pressure-squared for an ideal gas, or the Laplacian of the real gas pseudo-pressure cannot be equal to a constant rigorously, a flow condition similar to pseudo-steady-state does appear to exist for both ideal and real gas flow, for all practical purposes. The existence of such a condition is suggested by Eq. 43. Fig. 11 presents an interesting inspection of the pressure behavior during the period that Eq. 43 applies for one of the Eilerts et al. cases. Also shown is the \( p_0(t_0) \) for comparison with the liquid case. As was seen previously in Fig. 5, the \( m_0(t_0) \) does not change at a constant rate during this period. Although it matches the liquid case solution at early times, eventually the \( m_0(t_0) \) drops below the liquid case solution. The most interesting feature of Fig. 11, however, is that the \( m_0(r, t_0) \) for all radial locations are essentially parallel. Thus, the \( m(p) \) profile is essentially independent of time. This condition can be described approximately by setting the Laplacian of \( m(p) \) equal to a constant. As shown in Refs. 39 and 42, this leads to an equation similar to Eq. 32, but in terms of an average \( m(p) \) rather than \( m(p) \). Although it can be shown that these two averages tend to be equivalent for practical ranges of conditions, it does not appear worthwhile to show the development here. In any event, Eq. 32 describes the long-time flow behavior of closed radial systems with remarkable accuracy.

Another consequence of inspection of Fig. 11 is that the \( m(p) \) distribution can be obtained readily. For ex-

[Image of graph showing m(p) vs t_0 for constant rate production of a real gas from a closed, radial reservoir.]
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ample, the following equation also describes flow reasonably well:

\[ \ln \left( \frac{r_c}{r_e} \right) = \frac{\pi k h T_e}{q_{r_e} p_e T} \left[ m(p_e) - m(p_*) \right] \]  

(44)

**DISCUSSION AND CONCLUSIONS**

The purpose of the preceding was to describe fundamental considerations which can be used successfully to analyze the flow of real gases. The concept of the real gas pseudo-pressure promises a considerable simplification and improvement in all phases of gas well testing analysis and gas reservoir calculations. Such applications will be described in useful engineering form in a companion paper.

Several remarks concerning the real gas pseudo-pressure are in order. No claim of originality can be made for the substitution we have called the real gas pseudo-pressure. Carslaw and Jaeger reviewed application of a similar transformation which was used in solution of heat conduction problems as early as 1894 and the early 1930’s. Recently, McFaydence pointed out the utility of this sort of transformation in heat conduction problems. There have even been numerous mentions of the use of a transformation similar to the \( m(p) \) function in connection with flow through porous media. In 1949, Muskat used the same transformation in a discussion of the theory of potentiometric models. In 1953, Leibenzon used the transformation, and Russian authors refer to it as the Leibenzon transformation. In 1951, Fay and Prats discussed use of a similar transformation in connection with transient liquid flow. In 1955, Atkinson and Crawford evaluated numerically a similar function but with constant viscosity. In 1962, Carter used a gas mobility term \( M(p) \), which was defined as:

\[ M(p) = \frac{k h p}{T \mu} \]

Clearly, the \( m(p) \) function is proportional to the pressure integral of Carter’s \( M(p) \). In 1963, Hurst et al. used a similar integral, but with constant viscosity. To our knowledge, however, this paper represents the first application of the real gas pseudo-pressure to linearization of transient real gas flow. Perhaps the most surprising fact is that the realization of the utility of this concept has been so long in coming.

In the original draft of this paper and the companion paper, we called the \( m(p) \) function the real gas potential. It was stated in those papers that the \( m(p) \) transformation was not a true potential. Carslaw and Jaeger termed a similar substitution in heat conduction an effective potential, while Muskat called the transformation a potential as a matter of convenience. We feel that the \( m(p) \) transformation will be an important function in gas reservoir engineering, and it is important that the function be given a suitable name. If we were to name the transformation as Russian authors have, we would call it the Muskat transformation. In the belief that the name should be reasonably descriptive and brief, the term real gas pseudo-pressure was finally selected. This name was originally suggested to us by M. Prats, with Shell Development Co.

It appears that the following conclusions are justified. The transformation called the real gas pseudo-pressure in this paper reduces a rigorous partial differential equation for the flow of real gas in an ideal system to a form similar to the diffusivity equation, but with potential-dependent diffusivity. Because the variation of the diffusivity of real gas with pressure was similar to that of an ideal gas, it was possible to correlate finite difference solutions for the ideal radial production of real gas from a bounded system with the liquid flow solutions of van Everdingen and Hurst, and the ideal gas solutions of Aronofsky and Jenkins. This correlation avoids the assumption of small pressure gradients in the reservoir and offers generally useful solutions for the radial flow of real gas.

An investigation of the injection of real gas into a bounded radial system also gave a reasonable correlation—but not as good a correlation as production data. The correlation was as good as, or better than, the correlation of ideal gas flow results made by Aronofsky and Jenkins.

An investigation of the possibility of superposition of the linearized results indicated that superposition can be used as an acceptable engineering approximation to generate variable rate flow of real gases in a radial system. Pressure build-up for real gas flow was thus justified for the first time. (No justification for pressure build-up for the non-linear problem of ideal gas flow has yet been presented.)

Accurate and simple equations can be written to describe unsteady flow of real gases which properly consider variation of gas physical properties.

**NOMENCLATURE**

- \( \nabla \) = grad
- \( \nabla \cdot \) = divergence
- \( \nabla^2 \) = Laplacian operator
- \( A \) = area, sq cm
- \( b \) = slope of a straight line in a plot of \( k(p) \) vs \( 1/p \)
- \( c_s(p) \) = real gas compressibility defined by Eq. 10
- \( h \) = thickness, cm
- \( k(p) \) = effective permeability, darcies
- \( M \) = molecular weight
- \( m(p) \) = real gas pseudo-pressure defined by Eq. 14
- \( p \) = pressure, atm
- \( q \) = flow rate, cm³/sec
- \( r \) = radius, cm
- \( R \) = gas constant
- \( t \) = time, sec
- \( T \) = temperature, °K
- \( V \) = pore volume, cm³
- \( x, y, z \) = direction notation
- \( z(p) \) = gas deviation factor, a function of pressure at constant temperature
- \( \rho \) = density, gm/cm³
- \( \mu(p) \) = real gas viscosity, a function of pressure at constant temperature, cp
- \( \mu_s \) = viscosity at atmospheric pressure, cp
- \( n \) = normal distance scale
- \( \phi \) = hydrocarbon porosity, fraction

**SUBSCRIPTS**

- \( e \) = external boundary
- \( l \) = liquid
- \( pc \) = pseudo-critical
- \( r \) = radius
- \( sc \) = standard conditions
- \( w \) = internal boundary, the well
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APPENDIX

CORRELATION OF EILERTS ET AL. SOLUTIONS

Eilerts et al. solved the following equation numerically (in their nomenclature):

\[
\frac{\partial}{\partial U} \left[ W(P) \frac{\partial P}{\partial U} \right] = \varepsilon \frac{\partial}{\partial H} \left[ \frac{P}{Z(P)} \right]
\]

(A-1)

where

\[ p = p, p, K(p) = k(p)K(P), z(p) = z(p)Z(P), \mu(p) = \mu(p) / \mu(p)z(p) \]

and

\[ w(p) = w(p)W(P) \]

(A-2)

Dimensionless time is defined as:

\[ H = \frac{p, k(p)}{2\phi\mu(p)Y^2} t \]

(A-3)

and the dimensionless radius:

\[ U = \ln \frac{r}{r_0} \]

(A-4)

In terms of the \( m(p) \) function, and using the dimensionless variables Eq. A-2, the flow equation takes the form:

\[
1 \frac{\partial}{r} \left[ r \frac{\partial m(P)}{\partial r} \right] = \frac{\phi\mu(p)\mu(p)c_r(P)}{p, k(p)K(P)} \frac{\partial m(P)}{\partial t} . \]

(A-5)

where

\[ m(P) = \int_0^P WP(P)dP \]

(A-6)

Let the coefficient on the right side of Eq. A-5 be evaluated at the initial conditions, and define:

\[ r_0 = \frac{r}{r_w} \]

(A-7)

\[ t_0 = \frac{k(p)\mu(p)}{\phi\mu(p)c_r(P)r_w^2} t = \frac{2H}{c_r(P)} \left( \frac{r_0}{r_w} \right)^2 \]

(A-8)

Notice that \( \mu(P) \) and \( K(P) \) are equal to one at the initial \( P \). Hence, Eq. A-5 takes the form:

\[
1 \frac{1}{r_0} \frac{\partial m(P)}{\partial r_0} \left[ \frac{r_0}{r_0} \frac{\partial m(P)}{\partial r_0} \right] = \frac{\partial m(P)}{\partial t} . \]

(A-9)

The flow rate at the producing face as given by Eilerts et al. is:

\[ Q = 2W(P) \frac{\partial P}{\partial U} = 2 \frac{\partial m(P)}{\partial U} \]

(A-10)

and the closed boundary:

\[ \frac{\partial m(P)}{\partial U} = 0 \]

(A-11)

Thus, in terms of the dimensionless real gas pseudo-pressure drop:

\[ m_d(t_0, t_0) = \frac{2}{Q} \Delta m(P) \]

(A-12)

The \( m(P) \) for the Eilerts et al. natural gas and condensate fluid are shown in Fig. 12. The large difference between physical properties of the two fluids is apparent.